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E
xternal connectivity

(upstream
 ISPs, peers, links to other sites)

D
ual-attached netw

orks

Single-attached
netw

orks
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N
etw

ork w
ithin a single site. If you have m

ultiple sites, replicate this design at each site
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L
inks (sw

itch ports) can be 10M
, 100M

, gigabit, or any com
bination

W
henever you run out of router ports, just plug another router (or pair) into the core

C
ore sw

itches give you very high aggregate bandw
idth: e.g. 5 routers, each w

ith tw
o 

100M
 interfaces =

 1000M
 total bandw

idth

✓✓✓
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A
ll routers are dual-attached; can w

ithstand a failure of any single interface, cable, or core
 sw

itch

O
SPF provides end-to-end test of each link

T
raffic is alw

ays active dow
n both paths, so you have confidence that they are w

orking

✓✓✓
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C
an pow

er dow
n and exchange core sw

itches one at a tim
e, w

ith m
inim

al disruption to 
netw

ork

Flexibility to m
ix and m

atch routers; outages lim
ited to part of netw

ork

✓✓P.S. T
here is no m

agic in this design. A
n alternative w

ay of thinking about it is that you have 
a bunch of routers w

hich exchange data via a private netw
ork (tw

o of them
, for resilience)

O
bservation: all packets go through no m

ore than 2 routers to reach their destination.
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E
xternal connectivity

(upstream
 ISPs, peers, links to other sites)

�� �

E
ach router is dual-hom

ed: one ethernet interface into each core.

If you only have a single border router that’s fine, there w
ill be no B

G
P, just a static 

default to your upstream
 provider. It’s a single point of failure of course.

If you have m
ultiple border/backbone routers, they w

ill iB
G

P peer w
ith each other.

Y
our iB

G
P peering sessions should be betw

een loopback interfaces on your routers. T
his

 is so that if connectivity into the core sw
itches changes, it does not affect any iB

G
P 

sessions.

☛☛☛☛
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B
order routers connect to your upstream

 providers or peers. B
ackbone routers connect to 

W
A

N
 links betw

een your sites. A
s far as this design is concerned, they are the sam

e.
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T
he key feature to look for is non-blocking. perform

ance T
he scalability depends on being

 able to pum
p m

ore and m
ore traffic through the sw

itch w
ithout it losing packets.

A
ppropriate num

ber and speed of ports for the types of routers you w
ant to connect

For extra reliability, choose sw
itches w

ith redundant pow
er supplies and fans if you can 

afford them

SN
M

P m
anagem

ent (allocate one IP address on each core to the sw
itch itself)

☛☛☛☛ (If you follow
 these recom

m
endations, the router w

ith the low
est defaultroute m

etric w
ill be 

the "preferred" router for outgoing traffic from
 the access routers. R

outing of outgoing traffic 
m

ay not be optim
al - it m

ay hit the ’w
rong’ router first and be bounced to the right one - but 

this is typically not a problem
)

U
se M

D
5 authentication. D

isable O
SPF except on necessary interfaces.

For ease of m
aintenance: use hellointerval 2 secs, routerdeadinterval 8 secs

C
hoose appropriate costs, so that 10M

 is m
ore expensive than 100M

, and 100M
 m

ore 
expensive than gigabit

T
ry to keep routes w

ithin one site w
ithin larger netblocks. T

his w
ill allow

 you to use 
m

ulti-area O
SPF and aggregation later. (O

ften not possible w
ith custom

er netblocks)

N
otice that the sam

e routers are visible as neighbors by m
ultiple paths. Som

e older 
versions of IO

S, e.g. 11.3(8), had problem
s w

ith this; if you lost one connection, they 
w

ould think that the neighbor w
as not reachable via the other. U

se a recent 12.x release.

☛☛☛☛☛ �5 �
�B

order routers only should originate defaultroute into the O
SPF cloud. N

ever attem
pt to 

redistribute B
G

P into O
SPF!

O
riginate defaultroute w

ith a different m
etric from

 each border router

☛☛
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hanks to equal-cost m

ultipath, a router w
ith 2x10M

 connections has 20M
 of bandw

idth 
available; a router w

ith 2x100M
 connections has 200M

 available
☛



D
ual-attached netw

orks

Single-attached
netw

orks
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In theory, you could connect them
 directly into the core sw

itches, IF they have tw
o 

ethernet ports, A
N

D
 they have an O

SPF im
plem

entation that you trust, A
N

D
 you are sure 

they w
ill not flap routes (e.g. announce a separate /32 for each dial-in user!)

Safer bet to connect them
 dow

nstream
 of access router(s), w

ith defaultroute/H
SR

P. U
se 

static routes on the access routers to point to their dial-in IP pool. T
hese routers w

ill then 
"redistribute static" to let the other routers know

 about it. G
ives you m

ore control and less 
reliance on possibly unreliable O

SPF im
plem

entations.

☛☛

T
w

o routers, using H
SR

P/V
R

R
P or equivalent

U
se for essential services such as m

ail and dial-in servers

N
ote that the tw

o routers w
ill still have to connect to a com

m
on sw

itch, w
hich is a single 

point of failure. So it’s still w
orth putting servers on separate IP subnets w

here you can: 
especially radius servers, D

N
S servers.

☛☛☛
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Single router connects into both cores. W
here resilience is less im

portant, or cannot be 
provided anyw

ay (e.g. serial ports to leased lined custom
ers)

☛
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sw
itch
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E
nough ports, including 2 ethernet ports to link into core. A

 5-port ethernet router w
ill 

only give you 3 ports usable for netw
orks, since the other 2 are for linking into the core. 

A
n O

SPF-capable "layer 3 sw
itch" can be a cheap m

ulti-port ethernet router.

E
nough perform

ance to handle the full load of traffic to/from
 the core.

R
obust O

SPF im
plem

entation w
ith equal-cost m

ultipath support.

O
n large C

iscos: rem
em

ber to enable C
isco E

xpress Forw
arding (ip cef [distributed]).

R
edundant PSU

s and fans are nice, especially for single-attached netw
orks

☛☛☛☛☛
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.192/26
D

ial-in pool

Static route:
.192/26 via .7

Static route:
.192/26 via .7

.7

�'5

R
edistribute static

into O
SPF

N
A

S does not need to participate in O
SPF

Single netblock for dial-in pool announced to rest of netw
ork

!! Y
ou w

ill break static IP
 accounts unless all static IP

 users hit the sam
e N

A
S !!

☛☛☛
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IT
 D

O
E

SN
’T

 SC
A

L
E

T
he last thing you w

ant is flapping /32 routes throughout your netw
ork w

henever 
custom

ers dial in or hang up. T
hey w

ill kill your routers.

It m
ight w

ork now
, but you w

ill have severe problem
s in the future

Supporting it w
ill becom

e very expensive

▲▲▲▲
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1.   M
ake sure that all static IP addresses are w

ithin the sam
e netblock(s)

2.   M
ake sure your existing static IP users all hit O

N
E

 N
A

S. Y
ou m

ay have to set up a 
separate telephone num

ber (hunt group) and get them
 to use this num

ber.

3.   Static route this netblock to this N
A

S

4.   D
on’t allow

 static IP roam
ing betw

een PO
Ps

D
O

N
’T

 SE
L

L
 A

N
Y

 M
O

R
E

 ST
A

T
IC

 IP A
C

C
O

U
N

T
S!
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In m
any cases, w

hat they really w
ant is SM

T
P m

ail delivery. T
here are other w

ays of 
providing this.

Set up a m
ailserver w

hich can ’kick’ out m
ail via SM

T
P to their dynam

ic IP address. 
(T

ools you can use include ’fetchm
ail’ and ’serialm

ail’). It can be triggered by dialling in 
(in your radius server), or by E

T
R

N
. U

nfortunately this requires som
e scripting or coding.

U
sually this is for N

T
 E

xchange servers, and there is now
 a m

odule available w
hich can 

pull m
ail using PO

P3 instead.

If there is a big financial disincentive to using static IP, custom
ers w

ill be m
ore creative in

 finding alternative solutions.

☛☛☛☛


